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Abstract—In this paper, we analyze control-related attacks in SCADA (Supervisory Control And Data Acquisition) systems for power grids. This class of attacks introduces a serious threat to power systems because attackers can directly change the system’s physical configuration using malicious control commands crafted in legitimate format. To detect such attacks, we propose a semantic analysis framework that integrates network intrusion detection systems (IDSs) with a power flow analysis capable of estimating the execution consequences of control commands. To balance detection accuracy and latency, the parameters of the power flow analysis algorithm are dynamically adapted according to real-time system dynamics. Our experiments on IEEE 24-bus, 30-bus, 39-bus systems, and a 2736-bus system demonstrate that (1) by opening 3 transmission lines, an attacker can put the tested system into an insecure state, and (2) the semantic analysis can complete detection in 200 milliseconds for the large-scale 2736-bus system with about 0.78% false positives and 0.01% false negatives, which allow for timely responses to intrusions.
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SUMMARY OF NOTATION

Notations to Represent Power Systems

\( n \) the number of generators in the power system

\( m \) the number of buses in the power system

\( k, i \) index of buses

\( j \) imaginary unit

\( V_k \) voltage at bus \( k \) including magnitude \( V_k \) and angle \( \theta_k \)

\( p_k^0, q_k^0 \) real/reactive power generated at bus \( k \)

\( P_k^i, Q_k^i \) demand of real/reactive power at bus \( k \)

\( Y, G, B \) admittance matrix, which can be decomposed into two real-valued matrices: \( Y = G + jB \); \( G_{ii} \) denotes the conductance and \( B_{ii} \) denotes the susceptance of the transmission line that connects bus \( i \) and bus \( k \).

Notations to Represent Control Systems

\( A, H \) state and control matrix for a linear time-invariant control system

\( x \) state variable for a control system

\( u=F(x) \) input variable for a control system; function \( F \) represents state feedback control mechanisms

Other Notations

\( p_a \) the probability that the random attacks introduce insecure physical impacts

\( k_a \) the number of physical components that are perturbed by the attackers

Abbreviations

SCADA Supervisory control and data acquisition

IDS Intrusion detection system

DNP Distributed network protocol

CA Contingency analysis

CS Contingency selection

I. INTRODUCTION

In power grids, SCADA (Supervisory Control And Data Acquisition) systems are used to collect sensor measurements to monitor system state and deliver control commands for maintenance or economical purpose. The control commands can change the physical configuration of the power grid, e.g., the topology of the transmission network.

From the Northeast blackout of 2003, we learned that inappropriate changes of the grid’s physical configuration can have catastrophic consequences, such as blackout. To make matters worse, the analysis presented in [1] claims that even small-scale attacks can have a wide range of impact. In today’s power grid, SCADA systems are being deployed in the commercial network infrastructure. Even though the SCADA systems are not open to the public Internet, they can be remotely penetrated through corporate networks or personal devices used by employees. Current incidents and studies show that corporate networks can be penetrated by using stolen passwords [29], breaking poor encryption [2], installing and exploiting backdoors [3][5], and Trojans [4]. Also, attackers can compromise employees’ personal devices, such as laptops or USB drives, which can be connected to the SCADA systems [6]. Because many communication protocols used by SCADA systems still lack security features, e.g., authentication and encryption, attackers can sniff the network and use the information obtained to inflict malicious changes to the grid configuration.

While both sensor measurements and control commands can be transmitted by communication network, the existing research, e.g., false data injection attacks [7][9][10][11], focuses on attacks that exploit corrupted sensor measurements of voltages, currents, and power usage; the impact of
compromising control fields of the network packets, e.g., the index of the breakers to disconnect, has not been well studied.

In this paper, we study a class of attacks referred to as control-related attacks, in which attackers modify control fields in network packets exchanged between SCADA and power substations. Instead of focusing on the extreme outage of power system components [45][46][47][48], the study is performed on the perturbation on the system that is within a normal range of legitimate operations or can be combined with normal operations. The control-related attack can become a serious threat to power grids for two reasons: (1) it can directly result in catastrophic losses or consequences, e.g., overloaded transmission lines or generators, and (2) it is undetectable by anomaly-based network intrusion detection systems (IDSs) because the modified control fields in a data packet can be encoded in the legitimate format. As smart grid technology introduces more control functionalities over network communication, this family of attacks will continue growing in the near future.

In this paper, we provide an in-depth study of control-related attacks targeting power systems. Our work includes introduction of real attack scenarios and quantitative assessment of the attack’s physical impact in the context of simulated power system configurations (including a 2736-bus real-world power system). Some recent work [12] indicates threats of corrupting control commands in industrial control system environments, e.g., water plants [13][14], but this research cannot be used directly in power systems. The outages of substations and transmission lines due to accidents or attacks are evaluated [45][46][47][48], but it is not clear how practical the attacks can be performed through communication networks.

Because the control-related attack can introduce no anomaly in the syntax of network communication, detecting it requires understanding the semantics of payloads carried by network packets, e.g., the consequences (to the power grid) of delivering and executing the payload. For this purpose, we propose a semantic analysis framework to detect control-related attacks by using the knowledge of both the cyber and physical infrastructure of the power grid [15]. Specifically, in the semantic analysis framework, the IDS identifies control commands on the SCADA network, extracts control fields in network packets, and at runtime, invokes power flow analysis software to perform look-ahead evaluation on the execution consequences of the control commands issued by SCADA. The proposed semantic analysis framework detects malicious commands at their first appearance, which makes it possible to deploy a timely response.

This paper makes the following contributions and we use Figure 1 to present the high-level relations among these contributions:

A theoretical base for demonstrating the impact of control-related attacks. We represent the power system in mathematical formulation, e.g., simplified control-theoretic formulation. By mapping the malicious changes of control fields in network traffic into the mathematical formulation, we demonstrate how systems’ states can be maliciously modified.

A semantic analysis framework. The control network is monitored to identify control commands; semantics related to the control commands, e.g., which breakers to open, and the updated measurements are extracted from the network and delivered to power flow analysis tools to evaluate the physical consequences of executing the identified commands.

A rapid adaptive power flow analysis algorithm for runtime detection. To accurately detect the attack with short latency, the general AC power flow analysis algorithm dynamically adapts its parameters, e.g., the number of iterations, based on the semantics extracted from the control commands.

An intrusion response mechanism and its evaluation. We propose a response mechanism that exploits existing reclose logic in relays to prevent physical damage caused by an attempt to disconnect multiple transmission lines. Based on this response mechanism, we demonstrate the benefits of using the rapid adaptive power flow analysis algorithm.

![Illustration of relations among attacks, detections, and responses](image)

Figure 1. Illustration of relations among attacks, detections, and responses researched in the paper.

The remainder of this paper is organized as follows. In Section II, we present an overview of the control-related attack and compare it with attacks researched before. Section III presents the threat model. In Section IV, the semantic analysis framework to detect malicious commands is proposed. In Section V, we propose the adaptive power flow analysis and an intrusion response mechanism. Experimental implementation is described in Section VI. In Section VII and VIII, the evaluations on the control-related attacks and the proposed semantic analysis framework are presented. We conclude in Section IX.

II. CONTROL-RELATED ATTACK OVERVIEW

In this section, we use Figure 2 to: (1) briefly demonstrate the mathematical representation of a power grid; (2) illustrate how attacks on the control fields in network packets (i.e., control-related attacks) can be mapped to the mathematical representation, in order to analyze their impacts; and (3) position the control-related attacks with respect to more broadly studied attacks, which are denoted by A and B in Figure 2.

Figure 2 shows a common communication structure used by SCADA systems [16]. In the current generation, IP-based network communication and intelligent devices are commonly being deployed to enable more accurate and efficient control at lower cost.

Generally, we can classify SCADA operations into two types: reactive and preemptive operations. In the reactive

---

1 The used IDS was developed based on Bro [15] and included in Bro’s standard distribution, which can be downloaded from Bro’s website.
operation, state-estimation software collects from sensors the measurements of voltages, currents, and power usage to estimate the power system’s state [30]. The result of the state estimation can lead to a feedback-control operation, denoted by \( u \) in Figure 2, which is performed via commands issued by the SCADA master. In addition to reactive operations, power system operators more commonly use the SCADA master to preemptively issue control commands for maintenance purposes, e.g., scheduled line outage.

![Figure 2. Control operations in SCADA systems.](image)

A. Mathematical Representations of the Power System

A power system is composed of buses (representing substations) that are connected through transmission lines. In our discussion, the power system is represented by two mathematical models, as shown in Figure 2: (1) power flow equations with the parameters that capture the system’s physical configuration, e.g., \( G \) and \( B \) which denote the conductance and susceptance of transmission lines, and (2) control-theoretic formulation with the parameters that capture the system’s dynamics, e.g., \( A \) and \( H \), which denote the state transition and control matrices.

The state of the system is specified by the voltage magnitude and the angle for each bus, i.e., \((V_i, \theta_i)\) in equations (1) and (2). For each bus \( i \), two power flow equations are formulated based on the fact that the generated power \((P_i^g, Q_i^g)\), the consumed power \((P_i, Q_i)\), and the power delivered to other buses (indexed by \( k \)) are balanced at each timestamp [32].

\[
P_i^g - P_i = \sum_k V_i V_k (G_{ik} \cos(\theta_i - \theta_k) + B_{ik} \sin(\theta_i - \theta_k)) \tag{1}
\]

\[
Q_i^g - Q_i = \sum_k V_i V_k (G_{ik} \sin(\theta_i - \theta_k) - B_{ik} \cos(\theta_i - \theta_k)) \tag{2}
\]

The power system’s steady state is obtained by solving equations (1) and (2). Because equations (1) and (2) are nonlinear equations, there are two groups of approaches to solve them: AC power flow analysis uses iterative algorithms, e.g., Newton-Raphson algorithm, to calculate solutions that are within a predefined error threshold; DC power flow analysis solves the linear approximation of equations (1) and (2) in order to get the solution more quickly.

To further evaluate the dynamic behavior of the power system, swing equations are formulated for each generator to establish mathematical relationships between the frequency/angle of the mechanical rotors and the generated electrical power [32]. The swing equations can be linearized under the same assumptions that are used as the foundation for the DC power flow analysis: (1) the system states are close to nominal values, i.e., \( V_i \approx 1, |\theta_i - \theta_k| \approx 0 \); and (2) the power network is lossless, i.e., \( G_{ik} \approx 0 \). The linearized swing equations for all generators can be grouped together in a control-theoretic formulation:

\[
\dot{x} = Ax + Hu \tag{3}
\]

In equation (3), \( x \) is a vector of size \( 2n \), where \( n \) is the number of generators in the power system. The first \( n \) entries in \( x \) are the rotor angle for all generators, the last \( n \) entries are the generators’ rotor frequency, \( \dot{x} \) is a vector that includes the first derivative of each entry in \( x \), and \( u \) is a vector of control inputs expressed as a feedback control operation, i.e., \( u = F(x) \). The control inputs are used at runtime to enforce that the rotor angle and frequency deviate in a certain range, e.g., in the United States, the rotor frequency is usually constrained in the range of \( 60 \pm 0.5 \) Hz.

The structure of matrix \( A \) varies with different mechanical models of generators. To simplify the explanation, we use the classical model, in which each generator is simulated as a voltage source of constant magnitude connected in series with a constant reactance. In this case, \( A \) is a \( 2n \times 2n \) matrix with each of four \( n \times n \) submatrices having different structures. For example, Figure 3 presents \( A \)’s structure for a power system with two generators. The top two submatrices are zero and identity matrices. The left bottom submatrix is an “aggregated” representation of the power system’s network topology related to the generators’ mechanical rotors, and it is derived from \( G \) and \( B \) [36]. Although this submatrix hides the detailed topological aspects, e.g., the line’s conductance and susceptance, it establishes the mathematical relations between the generators’ rotors and simplifies the analysis of the power system’s dynamics. The bottom-right submatrix is a diagonal matrix with the diagonal entries related to model parameters of each generator, e.g., the normalized inertia constant and damping constant [32].

![Figure 3. The structure of matrix A for a power system with two generators.](image)
malicious modification of the control fields in the commands can significantly change the power system’s physical configuration, e.g., the topology of the transmission network, alter the power flow, and put the system in an insecure state. The changes in the grid’s physical configuration can be mapped in the corresponding modifications of:

1) Entries in matrices $G$ and $B$; as a result, the power system transits into different steady states as dictated by the solution of equations (1) and (2); and

2) Entries in matrices $A$ and $H$; as a result, equation (3) is transformed into a different one, $\dot{x} = A'x + H'u'$, and the dynamic behavior of rotor frequency and angles become unpredictable to system operators.

The change in the power system’s steady state can make power flow on the transmission lines exceed their physical constraints and cause them to overload. Similarly, a large deviation of the rotor frequency can violate the generator’s physical constraints and cause the generator to overload. Because overloaded transmission lines and generators can be automatically disconnected by circuit breakers, these cascading changes can quickly degrade the grid operation and lead to catastrophic consequences, e.g., blackout.

In this paper, we focus on the impacts of control-related attacks on a system’s steady state. Specifically, a power system is in an insecure state if at least one transmission line violates its physical constraints determined by the power flow limit.

C. Related Work

In this section, we position the control-related attacks to the attack scenarios researched before and compare the proposed semantic analysis framework (described in Section IV) with the existing detection mechanisms.

1) Attacks on Feedback-Control Loops

We classify the malicious attacks that target the feedback-control loop into two types (see Figure 2). In Type A, which is often referred to as false or bad data injection attacks, attackers introduce malicious measurements that affect the outcome of state estimation [7][8]. [9][33][53] study the range of measurements that need to be compromised in order to make the injected measurement undetectable. Qin et al. propose a different attack strategy that further reduces the number of compromised measurements [34]. In this strategy, even though the attack can be detected, it is challenging to identify the compromised measurements and, thus, to make the corresponding remedy. Under a Type A attack, incorrect system states are estimated and can have negative impact on power grids. For example, Xie et al. studied the economic impacts of the compromised measurements [35]. But how the incorrect system states can lead to damage of the physical infrastructure lacks sufficient research.

The Type B attack shown in Figure 2 is mainly discussed in [38]. DeMarco et al. exploit a control-theoretic approach to study the impact of malicious feedback control algorithms on a power system, i.e., the expression of $u=F(x)$ in Figure 2. The modified control algorithms can mislead system operators into issuing wrong commands. Their paper assumes that the attackers have full control over a generator, which can be challenging to achieve in practice through the control network.

Both Type A and Type B attacks perturb the feedback-control loop of the power system, which can indirectly impact the issued control commands, i.e., reactive commands. However, in today’s power grid, commands, including both reactive and preemptive ones, are more frequently transmitted over the IP-based control network. Consequently, after gaining access to the control network, the attackers have more incentives to compromise control commands, which can directly change the state of the power system. This is not to say that the attacks on sensor measurements are not important. Quite the opposite, compromised measurements can be used to hide the real (potentially anomalous) state of the power grid in order to delay the detection of the attacks before the actual damage to the system (as seen in the example of Stuxnet [6] and in the recent study [17]).

2) Compromise of Physical Infrastructure of Power Grids

The risks that the physical infrastructure of a power grid is compromised by attackers has drawn the attention of many researchers. The purpose is to identify and rank the vulnerable physical components in the power grid, e.g., substations or transmission lines. To achieve this goal, the metrics of a power system’s electrical characteristics, e.g., the load of substation or transmission lines, can be used. For example, high-order contingencies are selected and ranked based on different DC power flow analysis algorithms [39][40]. Additionally, research uses the characteristics of the transmission network, e.g., connectivity or the length of the shortest path between substations, to identify the vulnerable components [41][42][69]. Recently, the computer system vulnerabilities identified by network IDSs are also included as a selection and ranking metric [43].

The similar risk analysis can also be applied to the cascaded attacks in which an adversary perturbs a power system by a sequence of events. A brief discussion on the risk of the cascaded outage caused by accidents or attacks is presented in [44]. Zhang et al. experimentally demonstrate that the cascaded attack can introduce more significant damage than the attacks that perturb multiple physical components simultaneously [46]. In addition to selecting and ranking physical components independently, the interdependence among these components, such as the outage order, are used to identify the power system’s vulnerable components [45][46][47][48]. In [18], the authors further compare the analysis of cascading failure based on the steady state and the transient state.

In practice, due to the limit of computation capabilities, only top-ranked incidents are usually considered for further analysis. However, the motivation to perform an attack is not only decided by the damage the attack may cause, but also the practicality/cost to implement the attack, and chances of being detected [49]. For example, to cause the outage of a single substation is not a trivial task, because it may require compromising multiple network packets, which can introduce a detectable network-level anomaly. In order to avoid detection, the attacker may intentionally avoid the strategy causing the most severe damage. In the control-related attack, we take the
possibility of being detected into account and study the perturbation on the power system that is within a normal range of legitimate operations or can be combined with normal operations. We believe that a more comprehensive study of attacks that considers the characteristics of both cyber and physical infrastructure of the power grid can be especially beneficial and we leave this for future work.

3) Network IDS for SCADA Systems

To detect malicious activities in SCADA systems, previously proposed network IDSs usually rely on deviations from predefined or profiled normal communication patterns in the control network. For example, work in [15][50] defines the normal patterns based on SCADA protocols, and [51] adopts machine-learning techniques to cluster normal and abnormal communication patterns. However, control-related attacks can rely on legitimate commands with malicious contents, which can easily circumvent such detection mechanisms. Work in [19] correlates the local information in smart grids to detect attacks. In [19], the distributed IDS is based on anomaly-based methods. In our work, the IDS instances use the specification-based approach, which relies on the knowledge of a grid's physical infrastructure to detect cyber-attacks [25][26].

To detect intrusion targeting on a power grid, an IDS should take its cyber-physical characteristics into consideration [20][21][22]. In [12][36][37][68], the statistic characteristics of the sensor measurements or historical data are used to detect penetration into power systems. Based on these methods, detection takes place after the physical damage is done to the system, and it can require modification of existing SCADA systems. In [23], the authors combine the network activities, e.g., the information of suspicious log in of SCADA systems, and their possible physical impacts to detect penetrations. The anomaly-based methods can usually suffer from high false-positive rate and the detection results can be difficult to interpret [24]. In [13][52][54], a blacklist for malicious system states can be built through simulation. At runtime, the observed system change is compared with the blacklist to detect malicious changes. Because the power system state is continuously changing, it is challenging to cover all possible attack cases using the blacklist. Furthermore, building a blacklist may not scale for large-scale systems, such as the 2736-bus system considered in our experiments.

Carcano et al. propose a concept of a state-based network IDS that includes physical information to detect attacks in power systems [55]. This concept is consistent with the principle based on which we design the semantic analysis framework. However, the proposed semantic analysis framework further includes the practical constraints encountered in the power grid. First, [55] proposes using alerts or static patterns from the network IDS to trigger the analysis of network contents; however, in practice, the malicious commands may be encoded in a legitimate format without introducing any anomaly at the network level. The semantic analysis framework relies on the runtime network analyzer that we specifically develop for SCADA systems and can extract and analyze all SCADA-specific semantics [20]. Consequently, we can provide better accuracy and flexibility in deciding when and how to use the knowledge of the physical infrastructure. Second, [55] relies on a centralized image to detect attacks, while we deploy IDS instances in a master/slave architecture to detect the compromise of measurements or control commands during the communication. Third, the semantic analysis framework integrates the proposed adaptive power flow analysis algorithm, which can balance the detection latency and accuracy; the proposed algorithm plays an important role if response mechanisms are deployed.

III. Threat Model

We make the following assumption about the threat model considered in this paper:

- In the control center, we assume that attackers can remotely penetrate the local area network environment and, thus, are able to sniff and inject network packets that are received and delivered to remote substations. Remote penetration does not grant the attackers the same capability as operators in the control center, but it is more practical to achieve in today’s SCADA systems. Even though it is not open to the public Internet, the network used in the control center can be penetrated indirectly through corporate networks or personal devices. Current incidents and studies show that corporate networks can be penetrated many ways [3][4]. For example, [28] demonstrates that attackers can use social engineering techniques, e.g., spamming emails or phishing, to obtain credentials that allow them to remotely login to computers used in SCADA systems. By exploiting the vulnerabilities in workstations or switches in the control centers [5], the attackers can further obtain the privilege necessary to install malware, sniff, inject, and even modify network traffic. Another common way is to penetrate employees’ personal devices, e.g., laptops, smart phones, or USB drives, which usually do not have sufficient protection. When these devices are brought to work, i.e., “bring your own device” (BYOD), they can be connected to the network of the control center and start distributing malware if a given device is compromised by the attackers [6].

Even though it is challenging for attackers to penetrate the control center, the consequence is severe once they successfully do that. The attackers can stay undetected from network monitoring for a long period of time until they collect sufficient information to launch attacks. Recent reports show that even after a vulnerability is identified, it can still take a long time to patch it [29]. Currently, the SCADA systems collect information on substations (such as the measurements of power usage and the status of circuit breakers) using communication protocols that usually lack security features such as authentication or encryption. Consequently, the attackers can choose to passively sniff network communications to learn the system configuration, such as the topology of the transmission network without affecting any normal operation. By using the collected information, the attackers can estimate the system states [30][31], design an attack strategy, and then at the right time, inject the malicious traffic to cause physical damage [6].
In the substations, we do not trust “intelligent” devices, e.g., data aggregators, that can run full-featured operating systems (OS). As most proprietary SCADA protocols lack security features such as authentication or encryption, we assume that an attacker can install malicious software on those devices to modify the control commands when they are received and delivered by these devices. Similarly, the untrusted intelligent devices can also compromise measurements and combine the false data injection attacks with the control-related attacks (see the scenario in Figure 4).

We trust devices equipped with proprietary industrial control functionality, e.g., sensors and actuators. Consequently, we can collect trusted measurements from sensors, which are treated as the root of trust in the design of the semantic analysis framework (discussed in Section IV). As discussed in [7], false data injection attacks can be achieved through two major channels: (1) manipulation of measurements before they are used for state estimation, or (2) physical tampering with sensing devices. Although we do not make any assumptions about the trustworthiness of data from intelligent devices upstream of sensors, we trust the information, e.g., voltage, current, and power usage, at the sensors. Concurrent physical accesses to and tampering with a large number of distributed sensors (across multiple substations) are hard to achieve in practice. Also, as indicated in [53], it is sufficient to protect “a strategically selected set of sensor measurements” to detect false data injection attacks.

We classify control commands into two types: manual commands are issued by the control center through an IP-based network; automatic commands are issued through hardwired connections to locally protect physical components against short-circuit faults. We assume that only manual commands can be maliciously exploited.

We do trust the functionality of the semantic analysis framework. We can dedicate a separate machine to run the required applications. Because the semantic analysis framework passively detects malicious commands without injecting or modifying any network packets, it does not introduce additional vulnerability to power grids.

Under this threat model, we present an example attack scenario as a sequence of steps to demonstrate a possible penetration procedure (shown in Figure 4).

**Attack Entry Points.** An attacker may penetrate a control center or field devices in substations as an insider or by remote access, e.g., by exploiting vulnerable software.

**Attack Preparation Stage.** An attacker can obtain data on power usage and breakers’ status, and based on this information, estimate system state and determine network topology [30][31]. Then, the attacker can decide on the attack strategy, e.g., which transmission lines to open to cause maximum damage with minimum effort.

Alternatively, an attacker can open transmission lines at random when a power system operates under high generation and load demand. Our study (see Section VII for details) demonstrates that the random attack strategy can put the system into an insecure state. To avoid possible detection, the attack preparation stage can be performed offline.

**Attack Execution Stage.** The attacker can generate legitimate but malicious commands by replaying or modifying proprietary network packets. In this paper, we use the DNP3 protocol, a proprietary protocol widely used in power grids, as an example [27]. In step 1 shown in Figure 4, a single DNP3 network packet includes four control relay objects to operate four breakers located in the same substation. Each control relay object uses a one-byte device index to indicate which breaker to operate and a one-byte control code to indicate the command to be performed. By modifying the device indices and the control codes, an attacker can change the selected breakers and the operations performed on them. In step 2, to hide the system changes, the attacker can intercept network packets and/or use the technique of false data injection attacks to alter the packets’ payloads sent to the control center in response to the commands. If successful, the attacker can open four transmission lines simultaneously and put the system into an insecure state. Meanwhile, the false data injection attacks can be used to provide the control center with measurement data indicating error-free operation of the substation.

![Figure 4. Attack steps to impact the physical infrastructure of a power grid.](image)

**IV. SEMANTIC ANALYSIS FRAMEWORK**

In this section, we present the overall architecture of the semantic analysis framework to enable detection and mitigation of control-related attacks [15].

**Why do we need the semantic analysis framework?** Control-related attacks are hard to detect based solely on:

- Monitoring the power systems’ electrical state because (1) traditional contingency analysis considers low-order incidents, i.e., the $N-1$ contingency\(^2\); (2) traditional state estimation is performed periodically, detecting attacks after physical damage; (3) an attacker can hide changes in the

---

\(^2\) Frequently, DC power flow analysis is used to rank high-order contingencies based on different criteria, e.g., the loss of real power. Because of limited computational time, only a small number of contingencies are accurately evaluated and, hence, the system changes introduced by malicious attackers can be easily missed.
physical system by replaying (or modifying) measurements that misleading the operator and indicate an error-free system state [7][12]; and (4) building a black list or white list of control commands in advance [54] is insufficient; evaluating the consequences of all control commands requires accurate high-order contingency analysis, which is impractical because of limited computation power; or

- **Using a network IDS** because the maliciously crafted control commands are encoded in the correct syntax and, hence, are not detectable by traditional network IDS, which validates the command syntax or monitors statistical anomalies in command control fields [13][15].

In order to detect the control-related attack, the proposed semantic analysis framework estimates at runtime the execution consequence of network packets by: (1) combining system knowledge on both the cyber and physical infrastructures in the power grid and (2) integrating network monitoring with look-ahead power flow analysis. By monitoring actual messages in the network and obtaining the ground truth regarding the state of the power system, we can look ahead to the actual physical state transition caused by commands (delivered as part of the packet payload) and thereby detect and mitigate attacks on the first appearance of the maliciously crafted command, rather than identifying the physical damage after the fact.

### A. Overall Architecture

In Figure 5, we present the architecture of the semantic analysis framework, which is integrated with the communication structure presented in Figure 2. In Figure 5, we distinguish trusted and untrusted components with different colors based on our threat model. Note that, because we use DNP3 as an example of the network protocol, the “DNP3 slave” in Figure 5 represents the intelligent devices used in substations, e.g., data aggregators that receive network traffic and deliver the commands to sensors or actuators. Because the DNP3 slave can run full-featured OS, as demonstrated in a video demo, it is possible to install malware on such devices in order to perform man-in-the-middle attacks on measurements and commands.

In the semantic analysis framework, a network IDS monitors the communication of the control network. In this paper, we focus on the detection of malicious manual commands. Even if the attacker gains physical access to relays or actuators and issues automatic commands, e.g., by connecting to the relay through a serial port, the commands' executions should be reported through broadcast messages to other neighbor substations or the control center, as recommended by IEEE standard 1646 [56]. Consequently, the semantic analysis framework can rely on the broadcast messages to detect malicious automatic commands.

The control network usually adopts proprietary network protocols to transmit commands. To support proprietary network protocols, we have implemented a DNP3 analyzer on top of Bro, a specification-based IDS [57][58] (the DNP3 analyzer is now included in Bro’s standard distribution). With the help of the DNP3 analyzer, Bro can efficiently validate the syntax of the network packets and detect cyber-attacks that result in observable anomaly at the protocol level. Moreover, the DNP3 analyzer allows Bro extracting semantics related to control commands, which are further evaluated by power flow analysis.

![Figure 5. Semantic analysis framework.](image)

To integrate power flow analysis into network IDS, we introduce two IDS instances with different functions and make them work collaboratively in a master/slave configuration (as shown in Figure 5). In practice, a master IDS can be deployed in the local area network of the control center. The centralized master IDS can be connected to multiple slave IDSs deployed in the local area network of remote substations.

### B. Master IDS

To accurately look ahead to the state changes caused by a command’s execution, the master IDS performs analyses on both the cyber and physical infrastructures of the power system. The cyber analysis monitors the control network, extracts specific parameters related to the control command, e.g., the device indices and the control codes in the DNP3 network packets that control relays, as shown in Figure 4, and verifies the integrity of the network packets (see Section IV.C for details).

#### TABLE 1. COMMAND CLASSIFICATION BASED ON DNP3.

<table>
<thead>
<tr>
<th>Command Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Read</strong></td>
<td>Retrieve measurements from remote substations, e.g., read binary outputs</td>
</tr>
<tr>
<td><strong>Write (Critical)</strong></td>
<td>Configure intelligent field devices, e.g., open, edit, and close a configuration file</td>
</tr>
<tr>
<td><strong>Execute (Critical)</strong></td>
<td>Operate actuators or sensors, e.g., open or close a breaker of a relay</td>
</tr>
</tbody>
</table>

The DNP3 analyzer allows Bro IDS to distinguish critical SCADA commands. Table 1 presents a classification of commands in the context of the DNP3 protocol. The read commands are passive, meaning that they do not make any changes to substations. The write and execute commands are invasive, meaning that they can reconfigure or change a substation. Consequently, we consider write and execute to be more critical commands than read. Based on this classification, IDS can select critical commands to analyze. Those control functionalities are common in power grids, so similar classifications can be applied to other protocols as well.

---

1 https://www.youtube.com/watch?v=unb7b8myNvA
Based on the parameters obtained from the cyber analysis, the master IDS performs look-ahead power flow analysis on critical commands to evaluate their execution consequence, which is specified as look-ahead analysis in Figure 5. In our threat model, the trusted measurements are collected by sensors in substations, which are specified by Activity D in Figure 5. These measurements include the value of active/reactive power in substations with only load units and/or the value of voltage magnitude and active power in substations with generators. Delivering the measurements over the control network (Activity B) may introduce additional latency to semantic analysis. Such latency can be critical if an intrusion response mechanism is to be triggered. Therefore, the master IDS performs the semantic analysis based on the measurements collected at the control center (denoted by Activity A) and validates the integrity of the measurements concurrently.

Some SCADA protocols can further reduce the effort to collect measurements. For example, to lessen the network traffic, the DNP3 protocol allows the control center to retrieve measurements whose values are changed since the last sampling time. Also, it was recently proposed that power system state can be locally estimated for a subset of connected substations, and the local results are further used to calculate the global state [59].

C. Slave IDS

Under our threat model, sensor measurements can be corrupted during the transmission from the substation to the control center, e.g., by the DNP3 slave in Figure 5. As a result, the semantic analysis may use inaccurate measurements. Similarly, control commands can also be modified after they pass the semantic analysis.

To address this problem, the slave IDS is deployed locally in the remote substation to collect trusted measurements directly from sensors and to monitor the commands that are executed on actuators (denoted by Activity D). The slave IDS communicates with the master IDS, so that the network packets observed at different locations, e.g., the ones marked by A, C, and D in Figure 5, can be compared to reveal possible compromises. Although the slave IDS is assigned a simple task, its deployment allows the semantic analysis to be performed by the master IDS at a command’s first appearance.

The communication between master and slave IDS can be established over the existing network with the protection provided by standard security protocols, such as SSL/TLS. Furthermore, today’s sensing devices are deploying Ethernet interfaces [60], which make it possible for a slave IDS to collect the trusted measurements from sensors and monitor the commands on actuators.

V. ADAPTING SEMANTIC ANALYSIS FRAMEWORK FOR INTRUSION RESPONSE

In this section, we first adapt the classical AC power flow analysis algorithm to support low-latency detection of malicious control commands. Then, we introduce an intrusion-response mechanism that neither affects the system’s normal operations nor adds new vulnerabilities that could be exploited by attackers. The purpose of proposing this response mechanism is to demonstrate how the adaptive power flow analysis algorithm makes the trade-off between detection accuracy and latency.

A. Adapting AC Power Flow Analysis Algorithm

The classical AC power flow analysis algorithm uses iterative algorithms, e.g., the Newton-Raphson algorithm, to accurately calculate the power system’s state. In the iterative algorithms, a long time is usually spent getting the solution to converge within a predefined threshold.

To avoid iterative computations, different types of DC power flow analyses are used to solve the linear approximation of the nonlinear power flow equations [39]. Because computation time is significantly reduced, these methods are used to select and rank high-order contingencies. However, solutions obtained from DC power flow analyses can be inaccurate. For example, the study in [61] demonstrates that the calculation error introduced by DC power flow analysis can be as high as 35%. Consequently, if the semantic analysis framework uses the DC power flow analysis algorithm, the resulting calculation errors can lead to a large number of false detections on both malicious and normal commands.

Instead of directly using AC or DC power flow analyses, we adapt the Newton-Raphson iterative algorithm to find the trade-off between the calculation accuracy and latency. First, we use the most recent known system state at the time when a malicious command is issued as the initial guess of the solution to the power flow equations. Second, the convergence threshold is set such that the estimated system state is accurate enough to correctly decide whether the system is in an insecure state, i.e., whether one or more transmission lines are overloaded. These two approaches are commonly used in today’s power flow analysis algorithm.

![Figure 6. Dynamically adapting the number of iterations.](image)

Third, we adapt the number of iterations that the iterative algorithm uses to estimate the power system state. Instead of statically fixing this parameter, e.g., being fixed by one loop of iteration in [40], we dynamically adapt the number of iterations based on the control fields of SCADA packets observed at runtime. Specifically, when a disturbance of multiple devices is observed, the number of iterations to analyze it is assigned as the average number of iterations that the classical AC power flow analysis takes to analyze the disturbance of each involved device, i.e., the N-1 contingency analysis. Based on our experiments, we find that the number of iterations used to analyze N-1 contingency analysis varies in a small range. Consequently, we can limit the number of iterations used by the adaptive algorithm, which can reduce the detection latency.
Additionally, the dynamic adaption allows using more iterations if one of the involved devices need more iterations to analyze, which can balance the detection accuracy and the latency. As shown in Figure 6, for each N-1 contingency, we record in a profile the number of iterations after which the classical AC power flow analysis converges. When the disturbance of devices 1, 3, and 4 is observed, the adaptive algorithm uses 4 iterations to calculate the system states, which are further used as detection.

| Table 2. Comparisons of Power Flow Analysis Algorithms Used in Lower-Order Contingency Analysis (CA), High-Order Contingency Selection (CS), and the Semantic Analysis. |
|---------------------------------|---------------------------------|---------------------------------|
| **Pros**                        | **Cons**                        | **Semantic Analysis**           |
| AC analysis calculates highly accurate state | Low latency to wait all solutions to converge | Medium latency and medium accuracy by setting number of iteration dynamically |
| Low latency to rank contingencies for further analysis | Low accuracy with linear approximation to estimate system states | Need to periodically profile the number of iterations for each low-order contingency |

In Table 2, we summarize positives and negatives of the power flow analysis algorithms used for low-order contingency analysis, high-order contingency selection, and the proposed semantic analysis.

**B. Intrusion Response**

Before proposing specific intrusion response mechanisms, we study the timeline of steps that occur when a control command is executed (shown in Figure 7) and use this timeline to analyze two categories of response mechanisms: delay command execution and reverse command execution.

Figure 7. Timeline of steps of executing a command.

The Execution stage encompasses the delivery and execution of a control command. Specifically, substation devices make physical changes after receiving the command, e.g., opening multiple circuit breakers. After the command’s execution, e.g., circuit breakers are opened and the corresponding transmission lines are disconnected, the power system experiences transient changes and may ultimately reach a new steady state. This period is represented by the State Transition stage. In the new steady state, if one or more transmission lines are overloaded, the steady state is regarded as insecure. When in the insecure steady state, the power system further experiences the Cascaded Changes stage, in which the changes initiated by the malicious command propagate through the whole system. During this stage, the protection relays automatically operate in an attempt to contain the spread of potential damage. If not successful, the power system may collapse, e.g., causing a blackout.

Although the command delaying mechanism prevents malicious physical changes from being initiated, it requires the semantic analysis to complete before the command begins its execution. This puts strict time constraints on the semantic analysis. In addition, delaying a command may require the interception of every normal power system operation. Consequently, it is very challenging to design and implement a response mechanism based on this concept.

Instead, we use the command-reversing mechanism, which remedies the impact of malicious commands. We take advantage of the fact that this mechanism is widely deployed in practice to handle small system disturbances. For example, relays are usually equipped with reclosing logic that can immediately auto-reclose an unwanted breaker trip command to restore the system state. In this case, existing logic can be reused to design and implement a command-reversing intrusion response mechanism. Because it is challenging to remedy the damage spread to the whole power system, reverse commands need to be sent before the malicious commands transit into the cascaded changes stage.

**C. Intrusion Response: Case Study**

In this section, we present an example intrusion response mechanism designed for the attack scenario in which an intruder issues malicious manual commands to open one or more circuit breakers to disconnect multiple transmission lines simultaneously. We assume that under normal conditions those circuit breakers are closed.

The proposed intrusion response mechanism uses the command-reversing concept and reuses a reclosing logic that already presents in relays. Specifically, when a command issued to open circuit breakers is determined as malicious, the response mechanism recloses the breakers.

Figure 8. Reclosing logic for accidental events and its extension (shaded part) to support response to malicious commands.

We use an example protection scheme, shown in Figure 8, to explain how the original reclosing logic reacts to a transient fault on a transmission line, e.g., lightning strikes a transmission line. In this protection scheme, a relay operates a circuit breaker to connect or disconnect a transmission line through a hardwired connection.

To facilitate the explanation, we include in Figure 8 key components of the reclosing logic implemented in real relays based on the descriptions in [62]. An overcurrent component is connected through a hardwired connection to sensors that monitor line current. When a transient fault occurs, the line is...
short-circuited to the ground and its current magnitude dramatically increases. When the current magnitude exceeds a predefined threshold, the overcurrent component initiates an automatic command to open the breaker. To better describe the reclosing procedure, we use \( t_{\text{execute}} \) to denote the time that the relay needs to process and execute a command. After the breaker is opened, the overcurrent component starts a timer that expires after a period of time \( t_{\text{recluse}} \) and then recloses the breaker. During this period, the transient fault can clear itself, so the original system state is restored after the breaker is reclosed. Based on the relay design documents [62], the execution time of automatic command is usually restricted to no more than 10 clock cycles, i.e., approximately 167 ms for 60HZ frequency; the reclose time is generally set as 500 ms [62].

To make the reclosing logic work for malicious commands, the relay initiates the timer when it receives a manual command from the control center (as shown in the shaded part of Figure 8). We use an AND gate (or similar logic) to combine the detection result of the semantic analysis framework and the output of the timer. Consequently, when the timer expires, the breakers are reclosed only if the control command is malicious.

As a result, the detection latency, which is defined as the time needed to complete the semantic analysis, must satisfy the following condition: \( t_{\text{semantic}} \leq t_{\text{execute}} + t_{\text{recluse}} = 167 + 500 = 667\text{ms} \). The adaptive power flow analysis algorithm described in Section V.A allows us to meet this condition (see Section VII.C for details).

By using this intrusion response mechanism, a false positive detection can involve manual intervention. When this happens, a manual command that opens a breaker is mistakenly detected as malicious, the proposed response mechanism recloses the breaker, and the intended command is not executed. In order to resolve the false positive detection, the system operator needs to disable the detection, reissue the commands, and enable the detection again. Consequently, it is critical to use the adaptive power flow analysis algorithm to: (1) reduce the rate of false positive detection and (2) finish the detection with short latency so that the detection (including the false positive ones) can be reported in seconds.

VI. Evaluation Test Bed Setup

To perform experiments, we set up a test bed, which consists of a physical machine with an Intel i3 (3.07 GHz) quad-core processor and 8GB memory running the Ubuntu 12.04 operating system. In this test bed, we perform the evaluation of the control-related attacks and the proposed semantic analysis framework, whose results are presented in Section VII and Section VIII.

Network Communication. The network communication is implemented based on the structure shown in Figure 5. To produce different types of synthetic DNP3 network traffic, e.g., the read, write, and execute commands in Table 1, a SCADA master and a DNP3 slave are implemented based on the open DNP3 library [63] and running on two virtual machines.

Specifically, the read command is issued every second and implemented by a DNP3 network packet that reads all sensor measurements. The write command, simulated as a Poisson process with average arrival interval of 50 seconds, is implemented by a DNP3 network packet that sets analog values, e.g., generation and load adjustment by automatic generation control device or load-shedding controller [64][65]. The execute command, simulated as another Poisson process with average arrival interval of 100 seconds, is implemented by a DNP3 network packet that sets binary values, e.g., the status of a relay’s binary outputs, which usually control the status of electrical breakers.

In our attack scenario, the maliciously crafted commands are encoded in correct syntax. Consequently, the same SCADA master is used to issue both legitimate and malicious commands.

Power System Simulation. To simulate small-scale power systems, we use IEEE 24-bus, 30-bus, and 39-bus systems whose baseline configurations are included in Matpower, a MATLAB toolbox for power flow analysis [66]. We also use a 2736-bus power system in MATPOWER to simulate a large-scale power system. This power system represents the Polish 400-, 220-, and 110-kV networks during the summer of 2004. Because we focus on the impacts of control-related attacks on a system’s steady state in this paper, implementing the feedback control for a power system is not necessary for our experiments. Furthermore, we calculate the system state by using the power flow analysis, which does not perform the bad data detection of the state estimation.

The parameters of simulated power systems are modified based on control commands in the simulated network communication. The power flow analysis module (provided by MATPOWER) is used to analyze power systems’ steady state and identify the number of overloaded transmission lines. The results are stored locally as a ground truth to be used for validating the detection mechanism provided by the semantic analysis framework.

VII. Evaluation of Control-Related Attacks

The control-related attack is mimicked by perturbing physical components of the simulated power network as follows: (1) select a set of generators (we exclude the generator with the slack bus) and increase or decrease their outputs by at most 50%, (2) select a set of load units and increase or decrease their demands by at most 50%, (3) open a set of transmission lines, and (4) combine these three types of perturbations. The threshold of 50% is set based on the figures of load/generation changes from [67]. As shown in [67], such variation of load/generation can happen within one week. Directly observing such variation requires intelligent attack plans, such as the one in [6], where the attackers penetrate and stay in the power grids during that period. A smart attacker, however, can indirectly estimate the variations of load/generation based on the environmental factors, such as the local temperature. For each perturbation, we use the AC power flow analysis to calculate and decide whether the perturbation puts the system into an insecure state.

We further consider two scenarios of applying the perturbations. Scenario 1 (random attacks): separately perturb
generators, alter load units, or open transmission lines at random. Scenario 2 (targeted attacks): perturb vulnerable components, e.g., open transmission lines carrying power that is more than 70% of their power flow limit. In both scenarios, we regard an attack as successful if the system is put into an insecure state, i.e., at least one transmission line becomes overloaded, and the probability of successful attacks (denoted by \( p_a \)) is measured. The value of \( p_a \) reflects how easily attackers can perturb the power system even if they obtain only a little knowledge related to the grid.

A. Scenario 1: Random Attacks

Random attacks target generators, load units, and transmission lines separately. We perform 1000 random attempts for the small-scale test systems (24-bus, 30-bus, and 39-bus systems) and 100 attempts for the large-scale test system (2736-bus system). After each run, we measure the probability (\( p_a \)) of successful attacks, which is defined as the ratio between the number of successful attacks and the total number of attempts.

Plots in Figure 9 present the probability of successful attacks (\( p_a \)) as a function of the number of perturbed components (\( k_a \)). For the attacks on generators and load units whose results are shown in Figure 9(a) and Figure 9(b), the x-axis indicates the percentage of perturbed components. For attacks on transmission lines whose results are shown in Figure 9(c), the x-axis indicates the number of transmission lines that are disconnected.

Generally, the value of \( p_a \) increases as the value of \( k \) increases. An exception is the 30-bus system, where no successful attack is observed when we perturb the generation. As a result, there is no curve corresponding to the 30-bus system in Figure 9(a). Further analysis of the 30-bus system indicates that 29 out of 41 transmission lines carry power that is less than 30% of the line power flow limit. Consequently, after the generation is increased due to the simulated attack, there are sufficient margins for transmission lines to carry more power without violating the power flow limits. In Figure 9(c), the value of \( p_a \) for the 2736-bus system is small, compared with the other three small-scale test systems. For the 2736-bus system, 10 transmission lines correspond to less than 0.3% of all transmission lines in use. As a result, opening 10 transmission lines is perceived as a small disturbance and, hence, the likelihood of a successful attack is also small.

We also perform coordinated attacks by randomly opening \( k_a \) transmission lines while simultaneously increasing the power generation and load demand. For small-scale test systems, we randomly select 3 generators and 3 load units. For the large-scale test system, we randomly select 20 generators and 20 load units. Figure 9(d) shows how \( p_a \) changes as a function of \( k_a \), i.e., the number of line outages. Compared with Figure 9(c), \( p_a \) for coordinated attack increases two- to three-fold. However, the coordinated attack requires more perturbed components and, hence, it is easier to detect malicious activities. To avoid the detection, an opportunistic (or smart) attacker may wait until the system becomes heavily loaded, i.e., the grid devices are working close to their physical limits, and then force additional outages of transmission lines to cause cascading failures or potential blackout. Note that a significant fluctuation in energy demand can happen naturally, e.g., in the Midwest on June 28, 2012, the energy demand was about 70% higher than it was on June 2, 2012 [67].

![Figure 9](image)

**Figure 9.** The probability of successful attacks as a function of the number of perturbed components.

B. Scenario 2: Targeted Attacks

To perform the targeted attacks, \( k_a \) vulnerable transmission lines are opened without changing the power generation or load demand.

Figure 10 plots \( p_a \) as a function of \( k_a \). Compared with the results in Figure 9(d), the probability of successful attacks, \( p_a \), increases for the same value of \( k \). Most interestingly, for the large-scale test system where opening less than 10 randomly selected transmission lines is considered a small disturbance, one can see a dramatic increase of \( p_a \) above 90%, when only three vulnerable lines are opened simultaneously. Also, for the
30-bus system whose transmission lines have sufficient margins to carry more power, $P_a$ increases to above 90% when six vulnerable lines are opened simultaneously.

![Image](image_url)

Figure 10. The attack that selectively opens multiple transmission lines.

### VIII. EVALUATION OF SEMANTIC ANALYSIS FRAMEWORK

In this section, we evaluate the detection latency and accuracy of the proposed rapid adaptive power flow analysis algorithm. The experimental results demonstrate that the adaptive algorithm allows the semantic analysis framework to achieve rapid detection and timely intrusion response. The semantic analysis also includes cyber analysis whose evaluation can be found in [15].

#### A. Detection Accuracy

We use the false positive and negative ratio to estimate the detection accuracy of the adaptive power flow analysis algorithm. Specifically, we use the classical AC power flow analysis algorithm, the adaptive power flow analysis algorithm, and the DC power flow analysis algorithm to calculate the system states. Then, the same set of power flow limits included in MATPOWER is used to decide whether the system is in an insecure state. We regard the power system state calculated from the classical AC power flow analysis as ground truths, and we regard the corresponding detection as accurate. Both adaptive power flow analysis and DC power flow analysis make the false positive detection if they find at least one overloaded transmission line when there are actually no overloaded lines. Similarly, a false negative detection is made if no overloaded lines are found but actually at least one line is overloaded based on the calculation of the classical AC power flow analysis.

We use the Newton-Raphson algorithm in the classical AC power flow analysis: the flat voltage profile is used as the initial solution (i.e., $V_i = 1$ and $\theta_i = 0^\circ$ for each bus), 50 loops are set as the maximum number of iterations to calculate power system states, and the convergence threshold is set as the $10^{-6}$ in per unit for the resultant real power and reactive power of each transmission line.

To configure the adaptive power flow analysis algorithm, we first use the aforementioned classical AC power flow analysis to calculate an accurate system state on the base power generation and load demand. Then, we use this state as the initial solution to analyze the considered system changes. We set the convergence threshold as $10^{-4}$ in per unit, which is the same precision level as the power flow limit included in MATPOWER.

To decide the number of iterations to evaluate malicious perturbations on multiple devices, we first use the same AC power flow analysis to perform an $N$-1 contingency analysis on the perturbations of each single device and record the number of iterations to calculate the accurate system state. In our experiments, we find that even when all generations and load demands are increased or decreased up to 50%, the number of iterations does not vary significantly. Consequently, in this paper, we only adjust the iterations when the outage of multiple transmission lines is observed. Specifically, when the outage of multiple lines is evaluated, the number of iterations is set as the average number of iterations that are used to analyze the outage of each involved transmission line.

Both the proposed adaptive algorithm and the DC power flow analysis can introduce calculation errors. To compare the calculation errors, we follow the evaluation procedure used in [48]. In each perturbation, we use the adaptive algorithm and the DC power flow analysis to calculate the real power of each transmission line. As suggested by [48], we filter out the perturbations for which the classical AC power flow analysis does not converge and focus on the real power of the transmission line that is loaded above 70% of its power flow limit.

![Image](image_url)

Figure 11. Real power error caused by the adaptive and DC power flow analysis.

Figure 11 compares the calculation errors, both positive and negative, caused by the proposed adaptive and the DC power flow analysis algorithms. The $x$-axis indicates the types of the simulated systems; for each system, we put the results from these two algorithms, which are specified by bars filled with different colors, side by side. The $y$-axis specifies the real power errors, which are normalized to the results obtained by using the classical AC power flow analysis. In Figure 11(a), we present the maximum positive and negative errors when two algorithms are used. Because of the large number of perturbations in our experiments, we select the top 1000 maximum positive and negative errors and present the average of these errors in Figure
11(b). As shown in Figure 11, the real power errors caused by the proposed adaptive algorithm are at least one order of magnitude smaller than those caused by the DC power flow analysis. Furthermore, the calculation errors caused by the adaptive algorithm are within 15% in the worst case, i.e., the 24-bus system; such calculation accuracy can help to reduce the false detections.

In this paper, we consider the system to be in an insecure state if there is at least one overloaded transmission line. As a result, making the correct decision as to whether a perturbation puts the system into an insecure state is decided by the calculated real power and also the power flow limit of each transmission line.

To demonstrate the accuracy of the detections of insecure perturbations, Table 3 shows the rate of false positives (FP) and negatives (FN) for the adaptive power flow analysis algorithm (Adaptive) and the DC algorithm included in MATPOWER (DC). If the DC power flow analysis is used in semantic analysis, large numbers of false positives and false negatives are expected. The false negatives do not affect the power system’s normal operation. However, in the worst case, e.g., with 20% false negatives for the IEEE 30-bus system, the system is vulnerable to control-related attacks, i.e., the changes in the power system caused by the malicious command may not be detected. On the other hand, false positives usually require further action, e.g., manual inspection and a response to mitigate the detected problem. With a high false positive rate, an operator may intervene frequently without there being an actual need for action.

### Table 3: Detection Accuracy Based on the Adaptive Power Flow Analysis and DC Power Flow Analysis.

<table>
<thead>
<tr>
<th></th>
<th>24-bus</th>
<th>30-bus</th>
<th>39-bus</th>
<th>2736-bus</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adaptive</strong></td>
<td>FP</td>
<td>0.00049%</td>
<td>0.78%</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>FN</td>
<td>0.012%</td>
<td>0.013%</td>
<td>0.012%</td>
</tr>
<tr>
<td><strong>DC</strong></td>
<td>FP</td>
<td>3.6%</td>
<td>2.6%</td>
<td>6.7%</td>
</tr>
<tr>
<td></td>
<td>FN</td>
<td>1.3%</td>
<td>3.0%</td>
<td>0.3%</td>
</tr>
</tbody>
</table>

With the help of the adaptive power flow analysis algorithm, the false negative rate is reduced to 0.01%, on average. The false positive rate is reduced to 0.78% in the worst case (the 30-bus system). For the 2736-bus and 39-bus systems, we do not find any false positives in the conducted experiments.

### B. Detection Latency

For each attack, we measure the detection latency when the semantic analysis uses the classical AC power flow analysis (AC), the adaptive power flow analysis (Adaptive), and the DC power flow analysis (DC). Figure 12 presents the average detection latency for all considered attacks with 95% confidence interval (CI). The x-axis indicates the four test systems; bars of different colors distinguish the three algorithms. The y-axis indicates detection latency. Because the 2736-bus system has a larger scale than the other three systems, its detection latency is at least one order of magnitude longer than those of the small-scale systems. Therefore, we show the detection latency for the 24-bus, 30-bus, and 39-bus systems in a separate figure.

With the help of the adaptive power flow analysis algorithm, the detection latency is reduced by approximately 50% for the 24-bus and 39-bus systems. This reduction rate increases to 66% for the 2736-bus system. The reduction of latency is directly contributed by the reduction of iterations performed in the adaptive algorithm. In our experiments, the classical AC power flow analysis can take up to ten iterations until the solution converges or fifty iterations if the solution does not converge. The proposed adaptive algorithm reduces the calculation to two to four iterations for different perturbations. The smallest reduction occurs for the 30-bus system at merely 16%. With further analysis on the 30-bus system, we find that the classical AC power flow analysis needs only three iterations, on average, to evaluate attack attempts. Hence, the detection latency is already short when using the classical AC algorithm.

The DC power flow analysis uses a single iteration to calculate system state. As a result, it requires much less time for the calculation. For the 2736-bus system, its latency can be one or two orders of magnitude shorter than the latency caused by the classical AC power flow analysis. However, the detection accuracy based on this algorithm can be unacceptable, as shown in Table 3.

![Figure 12. Execution time to calculate systems based on the classical AC, the adaptive, and the DC power flow analysis (with 95% CI error margins are within 10 ms for the large-scale test system and are within 0.01 ms for the small-scale test systems, which are not obvious in the figure).](image)

### C. Integration of Intrusion Response Mechanism

Based on the analysis in Section V.C, we assume 667 ms as the allowed detection latency for the proposed semantic analysis framework to complete detection. For all small-scale test systems, the detection latency based on the classical AC power flow analysis is usually less than 10 ms. For the large-scale 2736-bus system, however, 600 ms (around 40 clock cycles) is usually needed for the semantic analysis to make detection based on the classical AC power flow analysis algorithm. The safety margin between the detection and the response is only about 67 ms, which may not be sufficient in
practice. However, with the help of the adaptive power flow analysis algorithm, we can reduce the calculation time to less than 200 ms, which increases the safety margin to around 400 ms.

IX. CONCLUSIONS

In this paper, we study the impact of control-related attacks and propose a semantic analysis framework to detect such attacks. Network IDSs that are developed based on Bro leverage the proposed adaptive power flow analysis algorithm to perform timely and accurate detection of malicious control commands observed from the vulnerable SCADA network. To demonstrate the usage of the semantic analysis framework, an example intrusion response mechanism that targets malicious commands attempting to open multiple transmission lines is studied.

We study the impact of control-related attacks and evaluate the proposed semantic analysis framework on IEEE 24-bus, 30-bus, and 39-bus systems, and a 2736-bus system. The proposed adaptive power flow analysis algorithm introduces at most a 0.8% false positive rate and a 0.01% false negative rate in our experiments. The semantic analysis can complete the detection in about 200 ms, even for the large-scale test system, which makes response to the intrusion practical.

In future work, we will focus on control-theoretic approaches and formal methods to study the control-related attacks in a hybrid system model. We plan to include in the analysis the factors extracted from both cyber and physical infrastructure of a power grid and study their impacts on the grid state.
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